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Regolamento sull’uso responsabile dell’Intelligenza Artificiale (IA) a Scuola
(ai sensi del Regolamento UE 2024/1689 — Al Act, del GDPR e delle Linee guida del Ministero dell’Istruzione e del Merito)

Art. 1 - Obiettivi

1. Le disposizioni di questo titolo hanno lo scopo di regolamentare |'utilizzo degli strumenti di IA, come
definiti nell’art. 2, da parte del personale della scuola e degli studenti e nel rispetto del Regolamento UE
2024/1689, della L. 132/2025, del Regolamento 2016/679 e del DM 166/2025.

Art 2 - Definizioni

1. Ai fini del presente titolo si intende per:

a) Intelligenza artificiale (IA o Al): un sistema di machine learning progettato per operare con vari livelli
di autonomia che puo, per obiettivi espliciti o impliciti, generare risultati come previsioni,
raccomandazioni o decisioni che influenzano ambienti fisici o virtuali.

b) agente (agent): un sistema intelligente autonomo che esegue compiti specifici senza l'intervento
umano in ambiente virtuale o fisico.

c) strumenti di IA: programmi, agent, sistemi informatici messi a disposizione da fornitori esterni o
sviluppati all'interno della scuola che rientrano nelle definizioni di cui alle lettere a) e b) del presente
articolo.

d) sistema di IA ad alto rischio: sistemi di IA e loro utilizzo secondo quanto stabilito dall’Allegato IlI del
Regolamento UE 2024/1689.

Art. 3 - Uso di strumenti di IA da parte dei docenti

1. L'uso degli strumenti di IA da parte dei docenti deve rispettare le normative vigenti, le Linee guida
ministeriali e le disposizioni della scuola per la tutela della privacy.

2. L'utilizzo degli strumenti di IA deve tenere conto dei limiti contrattuali relativi all’eta degli studenti,
stabiliti dai fornitori di IA e dalle norme vigenti.

3. La scelta di strumenti di IA deve essere coerente con le previsioni del PTOF in merito all'adozione dei
materiali didattici.

4. L'uso di strumenti di IA non deve comportare costi aggiuntivi per gli studenti e le famiglie salvo che
non siano approvati secondo procedure previste per I’'adozione dei libri di testo.

5. L’utilizzo di sistemi di IA ad alto rischio di cui all’Allegato Il del Regolamento UE 2024/1689 é
consentito solo nei limiti e con le procedure previste dal Regolamento UE 2024/1689 e dalle linee guida
di cui al DM 166/2025

6. L’utilizzo di agenti (Al agent) deve essere autorizzato espressamente dal Dirigente scolastico e in ogni
caso deve prevedere la supervisione umana delle azioni che potrebbe intraprendere.
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7. La responsabilita circa le decisioni resta in capo alle persone fisiche anche nel caso in cui queste si
siano avvalse del supporto di strumenti di IA per la loro adozione.

Art. 4 - Uso di strumenti di IA per attivita istituzionali

1. L'uso di strumenti di IA per attivita istituzionali e di produzione di atti e documenti deve rispettare le
norme in vigore e le disposizioni della scuola a tutela della privacy, della sicurezza dei dati e della
struttura informatica.

2. La responsabilita del contenuto dei documenti prodotti con I'utilizzo di strumenti di IA resta in capo
alla persona fisica che ha utilizzato I'lA per crearli.

3. La responsabilita circa le decisioni resta in capo alle persone fisiche anche nel caso in cui queste si
siano avvalse del supporto di strumenti di IA per la loro adozione.

4. L’utilizzo di sistemi di IA ad alto rischio deve essere preventivamente autorizzato dal Dirigente
scolastico.

5. l’utilizzo di agenti (Al agent) deve essere autorizzato espressamente dal Dirigente scolastico e in ogni
caso deve prevedere la supervisione umana delle azioni che potrebbe intraprendere.

Art. 5 - Uso di strumenti di IA da parte degli studenti

1. L'uso diretto degli strumenti di IA da parte degli studenti deve rispettare i limiti di eta previsti
contrattualmente dai fornitori degli strumenti stessi e dalla normativa vigente: i minori che non hanno
ancora compiuto 14 anni non possono utilizzare sistemi di IA né cedere i propri dati personali senza
I"autorizzazione di chi esercita la responsabilita genitoriale.

2. Gli studenti, nell'uso degli strumenti di IA, devono rispettare le norme in vigore e le disposizioni della
scuola per la tutela della privacy, la sicurezza dei dati e del sistema informatico della scuola anche
nell'uso al di fuori di essa.

3. La produzione di materiali a fini didattici con I'uso dell'lA deve essere dichiarata esplicitamente con le
modalitd concordate con l'insegnante. E fatto divieto di utilizzare I'lA per automatizzare interamente
compiti, elaborati o verifiche senza esplicita autorizzazione e guida del docente, per evitare la
dipendenza eccessiva e ostacolare I'impegno, la riflessione e I'autonomia individuale.

4. Lo studente rimane responsabile, anche sul piano disciplinare, dei materiali da lui prodotti con gli
strumenti di IA.

5. Rimane ferma la responsabilita dei genitori per I'utilizzo di strumenti di IA al di fuori della scuola.
Art. 6 — Protezione dei dati e sicurezza informatica

1. Tutti gli utenti sono tenuti a evitare il trattamento di dati personali riconducibili agli studenti
nell'inserimento di prompt, privilegiando, inoltre, configurazioni che impediscano la conservazione della
cronologia, la profilazione o il tracciamento.

2. L'uso di IA deve rispettare le norme sulla protezione dei dati personali (GDPR).

3. E’ vietato utilizzare strumenti di IA che richiedano dati biometrici o sensibili, o che possano profilare
studenti e docenti.

4. 1l responsabile della Protezione dei Dati (DPO/RDP) deve valutare ogni strumento di IA prima della sua
adozione.



